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Abstract

I present the work I have realised during my internship at Microsoft Re-
search Cambridge, under the supervision of Byron Cook. The goal was to
build a tool to combine already existing termination and non-termination
provers with an alternating procedure. We have got some interesting re-
sults which confirm the interest of such an alternation. However, the main
contributions of my own work are concentrated in the non-termination
prover as I have developed new ideas and implemented them.

1 Introduction

The computer science field of verification is aimed at modelling systems, in
particular software, in order to prove automatically some properties they
must have. These properties are generally separated into two types: safety
properties and liveness properties [14]. A safety property is generally
stated as “the system must never be in a state where...” so, once we
have a model of the system, checking such properties is generally limited
to proving certain states are not reachable. To prove that some safety
property is not verified, one must only provide a finite trace leading to a
defecting state. So every counter-example to a safety property is finite. A
lot of research has been done on this topic, providing today some fantastic
tools (among them [1]).

Properties of the other type are called liveness properties. They are
generally stated as “eventually the system will be in a state where...”. In
particular, it is helpful to say “eventually, the system will do something” as
a system which does nothing will not break any safety property but is not
interesting either [8]. A special case of liveness property is termination.
Termination of a system is defined as “the system will always eventually
stop” which we can write AFfalse in the formalism of CTL [6]. Proving
termination is both useful because proving any liveness property is really
close to proving termination [19] and, of course, to track termination bugs
(sometimes referred as infinite loops although this does not always need
to be a loop) which produce an unwanted behaviour which will even not
be detected at runtime since it is not easy to distinguish between a non-
terminating loop and one which takes a very long time (some tools are

1



specifically designed to do that [4]). And indeed, finite traces do not
suffice to falsify a liveness property.

Much research has been done recently on termination proving, giving
rise to many tools ([9], [11], [17], etc). The basic idea is to look for a
ranking function (or a set of ranking functions) mapping each state of the
system into a well-founded order such that for any pair of states, if one
can precedes the other one in a given execution, then some function gives
it a higher rank [16].

Tools generally split this method into two steps. First one is finding
the ranking functions and the second one is proving the decrease of such
functions using off-the-shelf safety checkers. We give an idea on how to
do that in section 3.

However, as stated by Turing [18], no method for proving termination
can be complete. Generally, tools will look for an indefinitely long time
for a proof and may never terminate themselves. This is especially in-
convenient if the reason for not finding a termination proof is that the
system is flawed and does not always terminate. This is why, recent work
has been aiming at non-termination proving ([12], [20], etc) and also at
integrating both termination and non-termination proving in a single tool
[13].

As explained earlier, we cannot exhibit a finite counter-example to
termination. Claiming that a system does not terminates requires a proof.
Such a proof can be given as a recurrent set of states. Recurrent sets for
non-termination proving were first introduced by Gupta et al. [12]. They
are sets of states such that, from any state of such a set, there exist a
transition leading back to the set. A second property is that such set is
reachable and with this two properties, a recurrent set is a proof of non-
termination. Following Harris et al. [13], we will call a set, with the first
property only, a partial recurrent set.

Contrarily to Gupta et al. but similarly to Harris et al., we chose to
split the search for a proof of non-termination into two steps: finding a
partial recurrent set and proving it is reachable. The idea is, exactly as in
the case of termination proving, to make use of already good off-the-shelf
safety checkers to prove or disprove reachability. This also helps making
easier the search for a recurrent set in the first phase. I will present the
method and the implementation in section 2.

Alternating between a termination proving attempt and a non-termination
proving attempt is a good idea in order not to look for an non-existent
proof for too long. This is an even better idea if we can make the two tools
(termination and non-termination provers) cooperate. This leads to the
main idea, which is developed in this report, first proposed by Byron Cook
and Marc Brockshmidt, and which I have been working on while an intern
at Microsoft Research Cambridge. T2, the termination prover developed
at Microsoft Research Cambridge, proceeds by successive refinements and
is able to give information on which part of the system have already been
proved terminating, even when it fails to produce a proof of termination.
We can therefore remove them from our consideration when we look then
at a partial recurrent set in order to prove non-termination. This first
cooperative step is a new idea and draws advantage from the specific way
in which T2 has been implemented [2]. The second cooperative step is not
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a new idea as it was already described by Harris et al. If we find a partial
recurrent set but not reachable, we can remove it from our consideration
before attempting again to prove termination. The concepts and the im-
plementation of the alternation are explained in more details in section
4.

Considering how much had already been done on termination proving,
I have focussed more on the non-termination proving part and how to
make the two tools cooperate. To synthesize partial recurrent sets, I
have been inspired from the original technique described by Gupta et
al., based on constraints solving. However, as this technique was limited
to deterministic system, I have been adapting it by taking some more
inspiration in a unpublished paper by Cook et al. [7]. I have implemented
my method to make use of Z3, the Microsoft’s SMT solver [10].

2 Non-termination proving

Definition 2.1. A program P = (L, T ) is a directed graph, with program
locations L and transitions T . The canonical start location is `0 ∈ L. A
program state is a pair (`,v), where ` ∈ L and v is a valuation of the
variables V. Transitions are labeled by formulas ρ relating pre-variables V
and post-variables V ′. We write (v,v′) |= ρ if the valuations v,v′ satisfy
the transition relation ρ, and (v,v′) |= P if such a transition exists in P .

The basic algorithm for non-termination proving as suggested in the
introduction is the following. Note here that for the purpose of presenting
this algorithm, we chose to represent a program as a transition system with
a set of states S = {(`,v), ` ∈ L ∧ v a valuation}, a transition relation

R = {((`,v), (`′,v′)), `
ρ→ `′ ∈ T ∧ (v,v′) |= ρ} and a set of initial states

I = {(`0,v),v any valuation}. In practice, we use formulas to represent
such sets.

Algorithm 1 Non-termination proving technique

Input: Program P = (S,R, I)
Q← S
loop
match Recurrence(R ∩ (Q×Q)) with
| Nil → return “Failed to prove non-termination”
| Set(C) →
match Safety(R, I, C) with
| Reachable(Path) →

return “Proved non-termination with (Path, C)”
| Unreachable(Inv) → Q← Inv ∩Q

end loop

As explained before, the idea of proving non-termination with recur-
rent sets comes from Gupta et al. [12] but we chose to check reachability
separately because it is easier to find a partial recurrent set and then let
a good safety checker do the reachability analysis for us. If we find a set
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which is not reachable, we ask the safety checker for an invariant Inv such
that any reachable state verifies the invariant but it rules out the spurious
recurrent set. Then we continue, taking this new invariant into account.

2.1 An example

The following example1 has been a leading one to implement the non-
termination proving and to check if results were conform to expectations.
The process described is the actual one, with my current implementation:

Input: x ≤ 0 ∧ −1 ≤ k ≤ 1
while x 6= 0 do

x← x + k
end while

Algorithm 1 first attempts to find a partial recurrent set, leading to
C = [[x ≥ 1∧k ≥ 0]]2. The reachability check shows that it is not reachable
and provides the invariant Inv = [[k ≤ 1 ∧ x ≤ 0]]. Taking this invariant
into account, the second attempt to find a partial recurrent set will lead
to C = [[x ≤ −1 ∧ k ≤ 0]] which will then be proved reachable.

2.2 Synthesizing partial recurrent sets

I implemented and tried algorithm 1. First, I was using a technique to
find partial recurrent sets for which we had already an implementation [3]
but as it found too few partial recurrent sets for our purposes, I dropped
it and developed instead a new technique adapted from the one described
by Gupta et al. [12]. It would still be interesting however to compare both
techniques and see if there are some cases where the former is better.

Gupta et al. restrict recurrent sets to states which are all on the same
given location. This location corresponds to the start point of a loop and
thus they must enumerate exhaustively every loop in the program (which
is a restriction as some infinite non-terminating runs can be aperiodic).
On the contrary, we will look at strongly connected subgraphs3 (SCS) in
the graph representation of the program and will search recurrent sets
within those.

Looking at SCS rather than at loops allows us to handle nested loops
without any added complication. Moreover, the technique scales easily
provided we enumerate SCS by size: the program will detect very well
little non-terminating parts of a larger program and have a lot more in-
formation (invariants) when reaching the larger ones.

So we adapt the notion of recurrent sets to several program locations L.
Here, one set of recurrent states R` is assigned to each program location
` and we require that for each state (`,v) ∈ R`, there is some state
(`′,v′) ∈ R`′ and a transition ρ connecting the two.

Proposition 2.2 (Recurrent states). Let P = (L, T ) be a program. The
transition relation of P is not well-founded if and only if there are sets R`
with:

1Note that all our programs contain only integers
2Here we are using [[−]] to represent the semantic translation of formulas to sets
3We are not necessarily restricting to strongly connected components
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1. ∃` ∈ L,R` 6= ∅
2. ∀` ∈ L, ∀v ∈ R`, ∃`′ ∈ L, ∃v′ ∈ R`′ , ((`,v), (`′,v′)) |= P

We call
⋃
`∈LR` a partial recurrent set.

We describe an infinite set of states by mapping each location in the
program with the set of solutions of a system of linear inequalities. We
reuse the idea of setting, a priori, a template T`v ≤ t`, but we do so for
each location `. Here, T` is a matrix with p` rows and n columns. n is
the number of variables in the program but p` can be arbitrarily chosen.
We will take for instance ∀l ∈ L, pl = p, starting with a low value and if
we do not find a partial recurrent set, we can try adding more constraints
by increasing the value of p. Note that we will not be able to describe
every kind of recurrent sets but with more linear constraints we are able
to describe more sets. Finding the templates becomes also harder then.

Algorithm 2 Recurrence: procedure to find partial recurrent sets

Input: Relation R
1: all scs← list of strongly connected subgraphs of R
2: for p = 1 to max do
3: for all scs ∈ all scs do
4: for all ` ∈ locations of scs do
5: new template T` with p unknown linear constraints
6: end for
7: match solve constraint system with
8: | Unsat→ continue
9: | Model(m)→

10: assign values provided by m to templates T`

11: return “Partial recurrent set found with templates T`”
12: | Timeout→ remove scs from all scs and continue
13: end for
14: end for
15: return “No partial recurrent set was found”

At line 7 of algorithm 2 we call a constraint solver. Indeed, we solve
the problem by a reduction to arithmetic, non-linear, constraint systems.
We present now different constraint systems we could theoretically use,
with respect to the kind of program we are working on. All of them are re-
stricted to linear updates but we may also allow non-deterministic updates
(i.e. user inputs or random numbers) and non-deterministic branching.
For instance, the original idea by Gupta et al. is restricted to programs
using only linear arithmetic without non-determinism at all.

We will use approximations in most cases in order to be able to apply
Farkas’ lemma and get rid of universal quantifiers before calling a SMT
solver.

Proposition 2.3 (Farkas’ lemma). Let A be a p × n matrix, b ∈ Rp,
c ∈ Rn, δ ∈ R, the following statements are equivalent:

1. ∀x ∈ Rn, Ax ≤ b→ cᵀx ≤ δ
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2. ∃λ ∈ Rp,λ ≥ 0 ∧ λᵀA = cᵀ ∧ λᵀb ≤ δ

2.2.1 Constraint systems for deterministic updates only

In case there are only deterministic updates, we can do the following. For
each transition (`i, ρi, `

′
i) ∈ T , we separate ρi into two parts, a guard

constraint Giv ≤ gi (Gi has qi rows and n columns) and an update
statement v′ = Uiv + u.

Contrarily to Gupta et al., we want to handle, at least, programs with
non-deterministic branching, meaning that there might be several possible
transitions to trigger when we are in one given state; we require that at
least one leads back to the partial recurrent set. So we would like to solve
the most general constraint:

∀v
∧
`∈L

T`v ≤ t` → ∨
(`,ρi,`

′
i)∈T

Giv ≤ gi ∧ T`′iUiv ≤ t`′i − T`′iui


which is then a necessary and sufficient condition for the conditions from
Prop. 2.2. However, this introduces a disjunction that makes it impossible
to apply Farkas’ Lemma and will make it harder for a constraint solver to
handle.

A first idea of approximation (making again Farkas’ lemma usable)
was rather to solve:

∀v
∧

(`i,ρi,`
′
i)∈T

(
T`iv ≤ t`i → Giv ≤ gi ∧ T`′iUiv ≤ t`′i − T`′iui

)
Here, we require that every transition be enabled for a state in the

partial recurrent set and that they all lead back to it. So, we are actually
looking for specific closed recurrent sets (as defined in [5]). When using
this idea, we must also ensure that every location for which the set of
recurrent states is not empty has at least one transition departing from
it.

I introduced a new idea of approximation which is the one I imple-
mented:

∧
`∈L

∨
(`,ρi,`

′
i)∈T

∀v
(
T`v ≤ t` → Giv ≤ gi ∧ T`′iUiv ≤ t`′i − T`′iui

)
Here, we require that from each location one transition is enabled for

all states in the partial recurrent set and leads back to it. This is less re-
stricted than the previous approximation in the case where there are sev-
eral transitions departing from one location (non-deterministic branching)
but it still allows us to apply Farkas’ lemma.

2.2.2 Constraint systems for deterministic and non-deterministic
updates

In the case there are some non-deterministic updates, we can adapt the
last method, with inspiration found in [7]. We still decompose transitions
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into a guard and an update but potentially non-deterministic updates are
represented by Uiv+U ′

iv
′ ≤ ui. Ui and U ′

i are matrices with ri rows and
n columns and they have the following property:

∀v∃v′(Giv ≤ gi → Uiv + U ′
iv

′ ≤ ui) (1)

This property is important because it allows us to decide whether a
transition can be triggered only by evaluating constraints on initial con-
ditions (so without the need to find if there exists a conforming update).
Thus we will be able to write constraint system (2) with universal quan-
tifiers only and then apply Farkas’ lemma.

Here we encode the facts that at least one transition must always be
enabled and that this transition must always lead back to the partial
recurrent set:

∧
`∈L

∨
(`,ρi,`

′
i)∈T

[
∀v (T`v ≤ t` → Giv ≤ gi)∧

∀v∀v′
(
T`v ≤ t` ∧ Uiv + U ′

iv
′ ≤ ui → T`′iv

′ ≤ t`′i
)]

(2)

And we can again apply Farkas’ lemma:

∧
`∈L

∨
(`,ρi,`

′
i)∈T

[
∃Λ` ≥ 0,Λ′

` ≥ 0,Λ′′
` ≥ 0,

(
Λ` 0
Λ′
` Λ′′

`

)(
T` 0
Ui U ′

i

)
=

(
Gi 0
0 T`′i

)
∧(

Λ` 0
Λ′
` Λ′′

`

)(
t`
ui

)
≤
(
gi
t`′i

)]
We use Z3 to solve this constraint system which is non-linear as Λ` and

T` are both unknown. This is one reason for the complexity of this problem
and, in particular, explaining that we cannot add too much constraints
before making Z3 time out.

2.3 Finding guards and updates with non-determinism

Getting a representation verifying property (1) is not necessarily easy.
Given a sequence of conditions and assignments, we must draw guards
and updates. Guards must only involve pre-variables what is not straight-
forward, given that there might be some postconditions as in:

x := x− 1;

assume(x ≥ 0);

In this case, it is relatively easy to see what the guard should be:

x ≥ 1
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There might be however more complexed cases:

x := nondet();

assume(x ≥ y);

assume(x ≤ z);

Here, to verify property (1), the guard must be:

y ≤ z

When variables involved in the conditions are computed by determin-
istic updates only, then we can substitute and draw from there guards
on pre-variables only. But if we are in a case similar to the latter ex-
ample, we need another method. We have chosen to apply in all cases
Fourier-Motzkin quantifier elimination to get rid of all intermediary and
post-variables.

Proposition 2.4. Given a set of linear formulas involving variables of
the form xi where i ∈ N ∪ {post} and x is in the set of variables of the
program, we apply Fourier-Motzkin algorithm and set:

• guards are the linear formulas in which all variables with i 6= 0 have
been eliminated;

• updates are the linear formulas in which all variables with i 6= 0∧i 6=
post have been eliminated.

Then, by defining G, g, U , U ′ and u accordingly to the fact that variables
with i = 0 represent pre-variables (value of the variable before taking the
transition) and variables with i = post represent post-variables (value of
the updated variable), property (1) is verified.

Proof. The guard Gv ≤ g can be drawn from the update Uv + U ′v′ ≤ u
by eliminating every post-variable with the Fourier-Motzkin algorithm.
By definition of variables elimination, ∀v(Gv ≤ g → ∃v′Uv + U ′v′ ≤ u).
Thus, we have property (1).

2.4 Tackling some harder examples

Not finding any recurrent set is one of the main problem of our method
and this is often due to taking too long to solve the constraint system.
Ideas to improve this include allowing more time before timing out, al-
lowing different numbers of constraints in the template with respect to
the location, catching timeouts and adding some clever analysis, reducing
the number of variables involved by making an analysis of active variables
or working with subsets of strongly connected components4 to reduce the
size of the constraint system to solve.

There are also some cases where approximation (2) is not good because
it has no solution, even if there exists some recurrent set.

4If we are not already looking at every strongly connected subgraph
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2.4.1 Non-determinism

Here is a first example5:

START: 1;
FROM: 1; x := nondet(); TO: 2;
FROM: 2; assume(x ≥ 1); TO: 1;
FROM: 2; assume(x ≤ −1); TO: 1;

In this case, we might think about two different kinds of recurrent
sets: [[x > 0]] and [[x 6= 0]]. The second one is not expressible with a linear
template. So we want our tool to be able to find the first one.

The problem here is that [[x > 0]] cannot be found by solving the
constraint system with approximation (2). Indeed, the first transition
does not necessarily always lead back to the recurrent set.

First solution: abstracting. By adding smart assumptions in tran-
sitions with non-deterministic updates, we can sometimes tackle this kind
of issues. For instance, here, it would require only to add assume(x ≥ 1)
to the first transition, after the non-deterministic update of x. Such an
abstraction can be found during the constraint solving.

Second solution: getting rid completely of non-deterministic
variables. This is much more radical but also the logical next step.
Since a variable which was last updated to a non-deterministic value does
not count at all to know if the template of the arrival location will be ver-
ified, we can replace it by a fresh variable. This is equivalent to keeping
an existential quantifier for every updated variable that is totally free, or
to abstracting with the conditions provided by the template.

We will assume v′ =

(
v′
1

v′
2

)
with every variable in v′

1 which actually

appears in Uiv + U ′
iv

′ ≤ ui and every variable in v′
2 which does not

(consequently, the update can be re-written Uiv+U ′
i

(
v′
1

0

)
≤ ui). The

template T`′iv
′ ≤ t`′i is re-written T`′i

(
v′
1

0

)
≤ t`′i − T`′i

(
0
v′
2

)
before

we apply Farkas’ lemma for all v and all v′
1. v′

2 is set to be a vector of
fresh variables.

I implemented this second solution and many new program tests are
proved non-terminating. However, we observe also that the constraint
solving is more complicated as some tests lead more quickly to a timeout6.
This is probably due to having more multiplications of unknown variables.

2.4.2 No approximation

We might have wanted to try to solve the most general constraint too, as
it has not the problem of being an approximation:

5In this example and in later ones, the original program contained a condition assume(x 6=
0) which was automatically split into two linear conditions.

6It would be good to check that no test that was solved before times out now.
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∀v
∧
`∈L

T`v ≤ t` → ∨
(`,ρi,`

′
i)∈T

∃v′(Giv ≤ gi ∧ Uiv + U ′
iv

′ ≤ ui ∧ T`′iv
′ ≤ t`′i)


Note that this constraint is non-linear, contains universal quantifiers

and that we cannot apply Farkas’ lemma. Consequently, it is much harder
to handle by T2 and it has not proved to be very useful. On a set of unit
tests I had (some of them being very simple), very few did not lead Z3 to
time out when solving the most general constraint. They were some (but
not all) programs with only one variable. Half of these tests could already
be handled very well with the approximations7. The other half could be
handled with the improvement described in paragraph 2.4.18. The later
are all similar to the following:

START: 1;
FROM: 1; assume(x ≤ −1); x := nondet(); TO: 1;
FROM: 1; assume(x ≥ −1); x := nondet(); TO: 1;

It would be interesting to determine exactly which kind of example
can be handled and which cannot because we might then try to combine
the best approximation (2) and the most general constraint, with respect
to the location, in the same constraint system.

2.4.3 Disjunction

The following example really requires disjunctive templates:

START: 1;
FROM: 1; assume(x ≤ −1); x := 1; TO: 1;
FROM: 1; assume(x ≥ 1); x := −1; TO: 1;

Solution: If we allow recurrent sets to be represented by a disjunction
of templates

∨q`
d=1 T

d
` v ≤ td` , the constraint system (2) becomes:

∧
`∈L

q∧̀
d=1

∨
(`,ρi,`

′
i)∈T

[
∀v
(
T d` v ≤ td` → Giv ≤ gi

)
∧

∀v∀v′

(
T d` v ≤ td` ∧ Uiv + U ′

iv
′ ≤ ui →

q∨̀
d′=1

T d
′

`′i
v′ ≤ td

′

`′i

)]

The second disjunction making it again impossible to apply Farkas’
lemma, we then approximate with:

7flipflop.t2, rewrite.t2 and w1.t2
8n-32.t2, p-32.t2 and p-33.t2
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∧
`∈L

q∧̀
d=1

∨
(`,ρi,`

′
i)∈T

[
∀v
(
T d` v ≤ td` → Giv ≤ gi

)
∧

q∨̀
d′=1

∀v∀v′
(
T d` v ≤ td` ∧ Uiv + U ′

iv
′ ≤ ui → T d

′

`′i
v′ ≤ td

′

`′i

)]

For the given example, there is no simple linear template for a recur-
rent set. However, if we specify we are looking for a disjunctive template
with two clauses, then the obvious one is found (whatever constraint sys-
tem we use, be with or without approximation). However, for now, our
program cannot properly handle this disjunctive template because of the
reachability checker which was not prepared to that.

Note that disjunctive templates are useful only in the case where every
execution has to pass several times the same location while variables are
taking different values that cannot be represented with the same linear
constraint (as in our example). It is not necessary and it does not help
in the case of totally non-deterministic updates as in paragraph 2.4.1.
The problem then comes from the approximation: once we are in one
particular clause, we are compelled to stay in the particular clauses which
are linked with it and we do not actually make use of the wealth of the
disjunctive template.

Note also that there is another solution to such problems we tackle
with disjunctive recurrent sets: it is to duplicate problematic locations.
Indeed the following example is very well handled by our basic version:

START: 1;
FROM: 1; assume(x ≤ −1); x := 1; TO: 1;
FROM: 1; assume(x ≥ 1); x := −1; TO: 1;
FROM: 1; assume(x ≤ −1); x := 1; TO: 2;
FROM: 1; assume(x ≥ 1); x := −1; TO: 2;
FROM: 2; assume(x ≤ −1); x := 1; TO: 2;
FROM: 2; assume(x ≥ 1); x := −1; TO: 2;
FROM: 2; assume(x ≤ −1); x := 1; TO: 1;
FROM: 2; assume(x ≥ 1); x := −1; TO: 1;

2.4.4 Partition

In the following example, very close to the one of paragraph 2.4.1, we
propose a different solution:

START: 1;
FROM: 1; x := nondet(); TO: 2;
FROM: 2; assume(x ≥ 0); TO: 1;
FROM: 2; assume(x ≤ 0); TO: 1;
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Solution: The problem here is that we can take both transitions with
respect to the preconditions but none every time. To tackle this, we can
allow different transitions to be taken but decide which of them to select
according to a linear partition. In the following formula, Farkas’ lemma
can still be applied on the first part:

∧
`∈L

[ ∧
(`,ρi,`

′
i)∈T

(
∀v
(
T`v ≤ t` ∧Q`′iv ≤ q`′i → Giv ≤ gi

)
∧

∀v∀v′
(
T`v ≤ t` ∧Q`′iv ≤ q`′i ∧ Uiv + U ′

iv
′ ≤ ui → T`′iv

′ ≤ t`′i
))
∧

∀v
∨

(`,ρi,`
′
i)

Q`′iv ≤ q`′i

]

The last part is added there to specify that {[[Q`′iv ≤ q`′i ]], (`, ρi, `
′
i) ∈

T } defines indeed a partition (with possibly some of its elements to be
empty). It contains the only lasting (universal) quantifier, after we have
applied Farkas’ lemma. However, we might express it otherwise, without
needing for a quantifier, in particular by restricting the type of partition
we can use. For instance, we might solve the problem above by using a
partition with only one linear inequality: if x ≤ 0 or if x ≥ 0. I did not
implement this last idea because it is both very specific and not so useful
given the other improvements.

2.5 Checking reachability and getting invariants

In order to to check the reachability of partial recurrent sets, we call
an interpolation-based safety checker (see [15] for the main ideas). To
do so, we connect every location in the recurrent set with a new error
location and we guard these new transitions with the templates defining
the recurrent set. It is then equivalent to test the reachability of the
recurrent set or of the error location.

During the safety check, an execution tree is built. In case the partial
recurrent set was not reachable, we draw the invariant from the execution
tree. Each node of the execution is mapped to a set of constraints repre-
senting the current state. For a given location (in the program), the new
invariant is the disjunction of all these sets of constraints (understood as
conjunctions) for nodes in the tree which correspond to the same location.

We then strengthen any transition starting from a given location with
a constraint that this invariant must hold.

3 Termination proving

I remind here the main algorithm used in the current version of T2, first
described by Brockshmidt et al. [2]. T2 works by successive, lasso-
shaped-counter-example-based refinements. As briefly described in the
introduction, it relies on both a ranking function synthesis tool and a
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safety checker which tests the ranking functions and provides potential
counter-examples.

The alternation between the two tools is the place for a reinforced
cooperation through the use of a cooperation graph. Indeed, the program
is represented as a graph in which every state and transition has been
duplicated to allow safety checks and termination proving to work on
different parts of the graph soundly and yet to be able to share their
information. We have also used this graph soundly for non-termination
proving as every run through it can be mapped to an actual program run
(in particular in the case of an infinite path which will be mapped to an
infinite execution provided such path is reachable).

T2 also includes already some non-termination proving techniques to
check if a provided counter-example might be genuine.

Algorithm 3 The termination prover T2

Input: Cooperation graph C
1: for all strongly connected component S do
2: while ∃ S-orienting rank function f do
3: remove strictly decreasing parts
4: end while
5: end for
6: while ∃ counter-example (stem, cycle) do
7: S ← strongly connected component containing cycle
8: if ∃ S-orienting rank function f then
9: remove strictly decreasing parts

10: strengthen cycle by adding that f should not decrease during an infinite
loop

11: else if ∃f rank function for cycle then
12: strengthen cycle by adding that f should not decrease during an infinite

loop
13: else
14: try to prove non-termination or return “Unknown”
15: end if
16: end while
17: return “Terminating”

I have used T2 as the termination prover in my tool combining termi-
nation and non-termination proving. However, since T2 was already very
efficient and I had to attest specifically of the usefulness of my tool, I had
to consider how to alleviate T2 power.

Our goal, for a final version of the tool, will not be to alleviate T2
but rather to alternate without waiting for the whole algorithm to unroll.
Possible restrictions of algorithm 3 in order to alternate more quickly
include reducing the loop from line 2 to 4 to only one iteration, reducing
the loop from 6 to 16 to only one iteration or removing it completely
(as the first loop already proves termination in most cases) and removing
the non-termination proving techniques. All the choices are described in
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section 4.

4 Alternation

As described in the introduction, the alternation procedure is rather sim-
ple as we merely try successively to prove termination and non-termination
by calling the sub-procedures described in sections 3 and 2. We are work-
ing on the cooperation graph which is necessary for the termination prover
and which will be directly transformed by it to remove terminating parts
(first cooperative step). The non-termination prover removes newly found
unreachable parts as described in subsection 2.5.

As soon as we try this procedure, we get a lot more programs which
are proved either terminating or non-terminating (see section 5), thus
highlighting the usefulness of such an alternation.

However, it is harder to find the good rate of alternations and speed
up the proof finding.

We first tried to alternate after each refinement by T2 (see algorithm
4) but it took then very long for some termination proving.

In the current version, we do the following. During the preliminary
steps of the termination prover (lines 1 to 5 of algorithm 3), we also look
for partial recurrent sets for every strongly connected component. New
invariants are added each time an unreachable partial recurrent set is
found. We may alternate at the end of these preliminary steps provided
at least one partial recurrent set has been found (in this case, if the non-
termination proving step leads to nothing more we will not do again the
preliminary steps when coming back to termination proving). Then, dur-
ing the main loop, each time we generate a potential counter-example,
we first try to prove it is genuine by looking for a recurrent set, before
searching for a new ranking function and proving the counter-example is
spurious.

During this step when we look for a recurrent set on the locations
of the cycle of the counter-example, we try two techniques: the one we
described earlier and a simpler one which was already implemented in T2
(finding an invariant for the loop and checking if it defines a recurrent
set). This last method works surprisingly well in a large number of cases.

Alternating more frequently is intended to accelerate the finding of a
proof of either termination or non-termination. However, we can observe
in practice many cases for which it delays termination proving by repeated
and unnecessary attempts to prove non-termination. We should find a
way to detect if new progress in the termination proving justify or not to
attempt again to prove non-termination.

5 Results

Some improvements of the procedure might still be useful, as well as a
precise setting of parameters (parameters include lower and larger num-
bers of constraints we use, delays before timing out during the constraint
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Algorithm 4 Alternation at each step

Input: Cooperation graph C
loop
call T2 with only one counter-example finding
snapshot the state of T2
if T2 returned “Terminating” then
return “Terminating”

else if T2 returned “Counter-example (stem, cycle)” then
{ T2 has given up because it could not find a ranking function for this
counter-example }
call non-termination proving sub-procedure with instruction to look at
cycle first
if sub-procedure returned “Non-terminating” then

return “Non-terminating”
else if sub-procedure returned “New invariant inv” then

strengthen C with inv
else
{ sub-procedure has not find anything of interest }
return “(Non-)termination proving failed”

end if
else
{ T2 cannot say yet but has not given up }
call non-termination proving sub-procedure with some restrictions (a
shorter timeout, simpler constraint systems...)
if sub-procedure returned “Non-terminating” then

return “Non-terminating”
else if sub-procedure returned “New invariant inv” then

strengthen C with inv
else
{ sub-procedure has not find anything of interest }
resume T2 at snapshot

end if
end if

end loop
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solving, which can differ with respect to the step in the algorithm when
we do the solving). Yet, the first results are encouraging9

We can see that the average time to prove either termination or non-
termination is not much better with our new method. However, more
examples are handled, which is even more important. The most interesting
cases are the ones for which we prove termination but were unable to do
so with T2 alone and the ones for which we prove non-termination but
were unable to do so with our new non-termination technique alone10.

6 Related work

As explained in section 2, we have adapted Gupta et al’s method [12], to
several locations and to handle non-determinism. It was also the aim of [7]
(whose content was later in most part reused in [5]) which defines a new
notion of closed recurrent sets. I was inspired by them but I introduced
a new approximation which allows us to look for more general recurrent
sets.

Chen et al. [5] propose an implementation for closed recurrent sets
which does not rely on constraint-solving but only on reachability checks.
I had considered using it before starting my own non-termination proving
tool but I gave up because it does not distinguish at all between finding
partial recurrent sets and proving them reachable. On the contrary, the
interest of such a method is to combine them nicely. Yet, for our purposes,
the distinction was very important as finding unreachable recurrent sets
is at the core of one of our cooperative steps.

Our work can seem very similar to Haris et al.’s [13]. Here are however
some important differences. The core difference comes from the way they
prove termination.

Their termination proving step is based upon an under-approximation
of the transition relation of each loop. They look for termination argu-
ments on the under-approximation and then check them on the whole
loop. When they can find a counter-example, they add it to the under-
approximation. Thus, they can avoid to look at many terminating parts
because they will never be added to the under-approximation. But each
step brings a more complex approximation on which termination proving
will be more and more difficult. On the contrary, T2 is driven by counter-
examples. Finding partial termination arguments still relies on looking
closely at the parts which might be non-terminating. However, every new
termination argument helps removing a lot of terminating parts and thus
each step makes the termination proving easier and closer.

Our non-termination prover also takes advantage of it because there
are less loops to look at. Thus, we can consider all of them rather than
concentrating on loops which comes from counter-examples we could not
handle. This is a second difference in our approches. It explains why our
tool is as great as proving termination and non-termination.

9Please see http://tzim.fr/testT2 for the complete results.
10The non-termination technique alone was not tested on a full handset of tests. Such

examples include curious4.t2, ex31.t2 and fun6.t2
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Finally, as explained earlier, our approach to prove non-termination,
even if close from previous approaches, is novel. The fact that we can
handle several program locations allows us to work on strongly connected
subgraphs rather than loops. Thus we do not have to enumerate every
loop (as in [12]), nor to specify one loop which the non-termination tool
should work on (as in [13]). Finally, we do not need a specific strategy to
tackle nested loops.

7 Conclusion

Our work highlights two novel things. Firstly, we can generalize a constraint-
based approach to non-termination proving in a clever way such that:

• we do not rely anymore on enumerating or specifying loops to work
on;

• non-determinism can be nicely handled in the same kind of tool.

Secondly, the new approach to prove termination that is the core of
T2 fits well, without any change, as a part of a tool alternating between
termination and non-termination proving.

We can also confirm the usefulness of such a technique as described
by Harris et al. and first implemented in the tool called TRex [13] and
the advantage of separating the search for a partial recurrent set and the
check of its reachability.

Finally, by generalizing the method first described by Gupta et al.,
we showed once more how much a big step it was in the non-termination
proving field and how such a method is not limited at all to the framework
which the authors had originally thought it for.

Greetings: I would like to thank Microsoft for the fantastic work envi-
ronment they provide, Byron Cook for hosting and tutoring me and giving
me some great boosts, Marc Brockshmidt for being there when I needed
help and all the other interns for their stimulating camaraderie.
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